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O ABSTRACT 0O

The increasing need to retrieve images from huge databases has made image retrieval
system an imperative and necessary field of research. Researchers have proposed a lot of
image retrieval algorithms by extracting important and distinctive features from the visual
content of the image for the importance of the extracted features in improving the accuracy
of CBIR systems. In this paper, a study has been made to compare the effectiveness of six
famous local pattern algorithms: LBP, LTP, LTrP, MMCM, COALTP and LMP and
testing these algorithms using two different types of databases: color image databases and
texture database, using four distance measures (L1, Euclidean, Cityblock and Cosine) to
retrieve the images with the shortest distance. The performance of the studied algorithms
was evaluated using three measures: Average Retrieval Precision (ARP), Average recall
and Average Retrieval Rate (ARR). This study revealed the superiority of COALTP over
other tested algorithms. In addition, the results showed that local pattern algorithms were
more efficient in retrieving images from texture databases as compared to color databases.
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Introduction:

Image Retrieval (IR) is the searching of the related images in the databases, and retrieve
the images with the highest similarity to the query image. IR techniques can be classified
into Text-Based Image Retrieval (TBIR) and Content-Based Image Retrieval (CBIR).
TBIR is a manual process by adding keywords, annotations, or descriptions to the image in
the database to describe the content of images. TBIR systems are simple and very fast, but
they have many disadvantages [1,2], such as: (i) Adding a description of the image is
manually, (ii) The most images have more details, so the images with the similar visual
contents may be given different descriptions from one person to another. (iii) Textual
descriptions are language dependent. However, to overcome the disadvantages of TBIR,
CBIR systems are used to retrieve the images, that are most similar to the desired(query)
image[3,4,5,6,7], by extracting low-level features (color, texture, shape,...etc.) from the
visual content of the images [8] and represented with the feature vectors. To compare two
images [9], the features are extracted from a query image and an image from the CBIR
database based on the selected algorithm, then a distance measure is applied on two feature
vectors to determine the retrieval images, which have the shortest distances. CBIR is
considered as an active research area because of the rapidly growing amount of multimedia
data so the growing need for CBIR techniques can be seen in various fields, such as
satellite images [10], medical imaging [11], pattern recognition, image processing,
artificial intelligence, crime prevention, remote sensing, fingerprint scanning [12], weather
forecasting, etc.

Research Goal and Importance:

The research aims to make a comparison of six local algorithms in the field of image
retrieval based on the visual content of the image over a decade 2010-2020. The six studied
algorithms are applied and compared on the same databases (two of the texture type and
one of the Color type) and using four distance measures to accurately compare the
evaluation criteria of the six studied algorithms and adopt these comparison results as a
rich and useful data bank when suggesting any new content-based image retrieval
algorithm.

Research Methods and Resources:

1.1 Framework Of Content-Based Image Retrieval(CBIR)

As illustrated in Figurel,a typical CBIR is divided into off-line feature extraction and on-
line image retrieval [5]. In off-line stage, the system automatically extracts features of each
image in the database
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Figure 1: The framework of CBIR system

and stores them in a features database (features of the images are extracted and represented
with feature vectors). In on-line stage, user input an image query to the system. The
features of the query image are extracted and represented. The similarity was measured
between the feature vector of the query image and the feature vectors of the images in the
database. Then, the retrieval process is performed by applying an indexing scheme to
provide an efficient way of searching the image database. Finally, the system retrieves the
images that are most similar to the query image[1].

1.2 Local and global features

The derived features form an image can be classified as: (i) Global features that collect
information from the whole image, (ii) Local features that collect information from the
visual features of regions or objects in the given image [12]. In this paper, six algorithms
for retrieving images based on local features for texture and color datasets are compared.

3. Local pattern algorithms

a) Local Binary Pattern (LBP)

LBP compares the gray level of center pixel with that of its neighbours. The binary value
obtained is converted to its decimal value. This process is repeated for each pixel in the
image [13], and all the pattern values obtained are used for measuring the histograms
(Figure2). LBP value is computed by the Equations:

LBPor = Xp o f1(9p 9c) X 27 €]
1 if x = x,
X1,Xy) = 2
filenx) =, o @
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Histy = > > f,(LBP(i.)),K) 3
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Figure2: The framework of local binary pattern (LBP)

Where g is the gray level of center pixel, g, is the gray level of neighbour pixel and P is
the number of neighbours, R is the neighbourhood radius.

b) Local Ternary Pattern (LTP)
LTP is an extension of Local binary pattern [14]. Unlike LBP, it does not threshold the
pixels into 0 and 1, but thresholds the pixels into three values 0, 1, and -1. Assuming t is

the constant threshold, g, is the value of the center pixel and g, is the value of neighboring
pixel, the threshold result is given as follows:

1 if gp > gc+t
LTP(g:,9p,t) =10 if gp>gc—tand g, < g+t

-1 if Ip < gc—t

In this technique, after thresholding, adjacent pixels are combined to a ternary pattern that
is divided into two binary patterns. Histograms are applied on the two binary patterns, and
histograms obtained are concatenated to create a LTP descriptor, which has twice the size
of the LBP descriptor (Figure3).
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Figure 3: The framework of Local ternary pattern (LTP)

journal.tishreen.edu.sy Print ISSN: 2079-3081 , Online ISSN:2663-4279
67



Tishreen University Journal. Eng. Sciences Series € 2022 (1) sasll (44) alaall Zavigl) aglall . 050 daals dlas

c)

Local Tetra Pattern(LTrP)
Unlike the standard LBP and LTP, LTrP technique computes the gray-level difference and
encodes the relationship between the specified pixel and its neighbours [15], based on the
directions calculated using the vertical and horizontal first-order derivatives (Figure4).
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Figure 4: The framework of Local tetra pattern (LTrP) [15]

Co-occurrence of adjacent sparse local ternary patterns (COALTP)

COALTP proposed a combination of LTP and GLCM (which obtained with various
distances and in different directions) as a method of feature extraction in CBIR framework
(Figure 5). A histogram of local patterns was used in local LTP provided frequency
information, so when extracting features using a histogram, there is a lack of neighbouring
pixel-related spatial information, while gray-level co-occurrence matrix (GLCM) provides
both frequency information and local pattern spatial relationships[16].
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Figure 5: The framework of Co-occurrence of adjacent sparse local ternary patterns (COALTP)

e) Multi Motif Co-occurrence Matrix(MMCM)

In this method, two extended versions of motif co-occurrence matrices (MCM) are derived,
and concatenated for efficient content-based image retrieval (CBIR). This algorithm
divides the image into 2 x 2 grids. Each 2 x 2 grid is replaced with two different Peano
scan motif (PSM) indexes, one is initiated from top left most pixel, and the other is
initiated from bottom right most pixel[17,18]. This converts the whole image into two
separate images, and Co-Occurrence matrices are extracted from these two transformed
images: the first is called the "motif co-occurrence matrix initiated from top left most pixel
(MCMTL)", and the second is named as "motif co-occurrence matrix initiated from bottom
right most pixel (MCMBR)"[19,20]. This approach concatenates the MCMTL and
MCMBR feature vectors and derives the co-occurrence multi-motif matrix (MMCM)
features (Figure 6).
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Figure 6: The framework of multi motif co-occurrence matrix
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f) Local Motif Patterns (LMP)
This method is an extension of the previous MMCM approach. LMP presents a technique
for content-based image retrieval by deriving a Local motif pattern (LMP) code co-
occurrence matrix (LMP-CM) [21,22]. This algorithm divides the image into 2 x 2 grids.
On each 2 x 2 grid, two different Peano scan motif (PSM) indexes are derived, one is
initiated from top left most pixel[23], and the other is initiated from bottom right most
pixel. From these two different PSM indexes, this algorithm derived a unique LMP Code
for each 2 x 2 grid, which it is computed by:

LMP = Y7 m; + 6/7%; n=2 (5)
Where LMP ranges from 0 to 35(Figure7). A co-occurrence matrix is applied on LMP
code, so grey level co-occurrence features are derived for efficient image retrieval [16].
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Figure 7: The framework of Local Motif Patterns (LMP).

3. Feature matching and similarity measures

After extracting features of every image in database and of the query image, feature
matching is done by calculating the distance between feature vector of the query image and
feature vectors of database images. The Shortest distance shows the most similarity
between query image and the database images. For example, distance of 0 shows exact
matching [1]. There are different measures for calculating the distance between two feature
vectors. In this paper, four distance measures (L;, Euclidean, Cityblock and Cosine) are
used [16,17]:

dista D, z|_| 13
stu®Q = [T 5o (13)
1
diStEuclidean(Da Q) = (lel(Dl - Ql)z)2 (14)
L
disteiybiock(D, Q) = ) D, = Q| (15)
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L
. Dy * Q)
distcosine (D, Q) =
; Dy * Dy % Q; % Q

Where D is the feature vector extracted from an image existing in database, Q is the feature
vector of a query image and L is the number of features extracted. short distance shows the
similarity of query image and the image taken from database.

4. Datasets

Two texture datasets(Brodatz DB and Vistex DB) and one color database(Corel 1k DB) are
selected for experiments to evaluate the performance of the six studied algorithms.

a) Color Database(Corel 1k)[25]

Corel 1k database consists of thousand color images of size 384x256 or 256x384. Corel 1k
consists of 10 classes. These classes are shown in figure8 and each class consists of 100
images. Some researchers consider the Corel database satisfies all the criteria for
evaluating an image retrieval system because of its large size and its heterogeneous material [1].

(16)

Figure 8.Corellk classes

b) Brodatz Database

Brodatz database consists of 116 images of different textures. The size of each image is
512x512 which is divided into 16 non-overlapping images of size 128x128. This database
consists of 116x16=1856 images [26].

a) Mit Vistex Database

Vistex database consists from 40 images. The size of each image is 512x512 which is
divided into 16 non-overlapping images of size 128x128. This database consists of
40x16=640 images [27]. Figure9 illustrates Vistex database classes.
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Figure 9: Vistex database classes
5. Performance Measures
After retrieving the similar images, the performance of the six algorithms is evaluated
using evaluation measures. There are many evaluation criterions for CBIR from which
Recall and Precision are well-known measures. Precision value is fraction of relevant
images that are retrieved, while recall is the fraction of retrieved images that are relevant.
Mathematically precision and recall are defined as follows:
number of relevant images from the retrieved images

Precision =

(6)

total number of relevant images in database ™
Average precision and recall can be formulated for each category as follows [16,28]:

total number of retrieved images
number of relevant images from the retrieved images

Recall =

1 Nmi .
Precision (Cg;) = Nm z Precision(QL) (8)
| k=1

Nmi

Recall (Cg;) = %Z Recall (@) ©)

Where n is the number of retrieved images, Cg; and Nm; are the image category i, and the
number of images in category. QL is the k’th image from category i, which is used as query
image[29,30]. Average Retrieval precision (ARP) and Average recall are formulated as the
equations [10, 11]:

1 ~—DB
ARP = —Z Precision (Cg;) (10)
DB k=1
1 DB
Average Recall = — Recall (Cg;) (11
DB Zwig=1
Average Retrieval Rate (ARR) defined by:
1 DB
ARR = — Recall (Cg;) (12)
DB £j=1 nsNm;

Where DB is the total numbers of images in the database.
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Experimental Results and Discussion:

For better comparison among the six studied algorithms in the content-based image
retrieval systems,performance measures(ARP,average recall, ARR) are calculated for the
same standard databases(Corellk,Brodatz DB,Vistex DB) with four similarity
distances(L1, Euclidean, Cityblock and Cosine).Tablel illustrates the ARP values for
Corellk,Brodatz and Vistex databases with four similarity distances (L1, Euclidean,
Cityblock and Cosine). In table 1,it is evident that the best ARP is got with COALTP
algorithm for all distance measures, and for all databases, ARP=0.89(89%), 0.94(94%),
0.51(51%) for Brodatz, Vistex and corellk respectively. The results shows:

o The performance of COALTP is the best, while MMCM shows the least
effectiveness as indicated by ARP values, As shown in Figure 10.

o ARP for all studied local patterns are higher for texture databases (Brodatz and
MIT Vistex) compared to the color database (Corel1K) (Figure 10).
o The best ARP values are obtained with L1 distance as compared to other distance

measures in all the databases (Figure 10). Therefore, the remaining performance measures
are computed only with L1 distance.

Table 1: Comparison ARP of six studied algorithms for corellk, Brodatz and Vistex DB with (L1,
Euclidean, Cityblock and Cosine).

Performance Measures

Dataset
Corel 1k ARP-Average Retrieval Precision
Method LBP LTP LTrP COALTP MII\\/I/I c LMP
L1 0.49 0.49 0.49 0.51 0.42 0.45
Euclidean 0.44 0.49 0.45 0.44 0.37 0.40
Cityblock 0.49 0.50 0.49 0.49 0.40 0.43
Cosine 0.46 0.46 0.45 0.45 0.38 0.41
Dataset Performance Measures
Brodatz DB ARP
Method LBP LTP LTrP COALTP Mm e LMP
L1 0.83 0.87 0.88 0.89 0.79 0.78
Euclidean 0.85 0.81 0.85 0.85 0.74 0.71
Cityblock 0.88 0.88 0.88 0.88 0.77 0.76
Cosine 0.86 0.87 0.85 0.85 0.74 0.72
Performance Measures
Vistex DB ARP
Method LBP LTP LTrP COALTP M'\'\:C LMP
L1 0.91 0.92 0.93 0.94 0.78 0.82
Euclidean 0.91 0.92 0.92 0.93 0.77 0.80
Cityblock 0.92 0.92 0.93 0.94 0.78 0.81
Cosine 0.91 0.92 0.90 0.91 0.77 0.78
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Figure 10: Comparison ARP of six Local algorithms for Brodatz, corellk and Vistex DB with distance
L1 (a), Euclidean (b), Cityblock (c), Cosine (d).

In table2, it is evident that COALTP algorithm with L1 distance gives the best average
recall of 0.86, 0.41 and 0.81 for Vistex, CorellK and Brodatz DB, respectively, and the
best ARR values of 0.92 for Brodatz DB, while MMCM algorithm gives the lowest
Average recall and ARR values. The image retrieval system using the studied algorithms
shows better performance in terms of average recall when tested on texture database
compared to the color database, As shown in Figure 11(a).

Table2:comparison of Average Recall and ARR with I1 distance

Average Recall ARR
Method Brodatz Corel Vistex Brodatz
DB 1k DB DB
LBP 0.75 0.39 0.81 0.89
LTP 0.79 0.40 0.82 0.91
LTrP 0.80 0.41 0.84 0.91

COALTP 0.81 0.41 0.86 0.92
MMCM 0.69 0.34 0.65 0.81
LMP 0.67 0.36 0.71 0.84

journal.tishreen.edu.sy Print ISSN: 2079-3081 , Online ISSN:2663-4279
74



Mo b ¢ el Gsinall o sadinall jseall g la il Aalail 8 dylaall Ll Cilae) ) A5)lie Ay

Average Recall-I1
Average Retrieval Rate(ARR) -L1

100%
80% - 95%
60% 90% -
0, - —
40% 85% -
20% —
80% -
0% - —
VISTEX DB CORDEBL-IK BRODDBATZ 75% -
BRODATZ DB
mLBP ®WLTP mLTrp mCoaltp WMMMCM mLMP mlBP mWLTP mlTrp mCoaltp ®WMMMCM ®mLMP
a b

Figure 11: Comparison Average Recall and ARR of Local Pattern algorithms with L1 distance.
Feature vector length

Figurel? illustrates the length of the feature vector for all studied algorithms.

Feature Vector Length of Local Patterns

mLBP 3000
2048
HLTP 1296 2000
512 256 1000
MMCM [ - 0
HLMP Feature Vector Length
H COALTP

Figure 12: Feature Vector Length of Local Patterns

As shown in figure 12, the tested local patterns have different feature vector lengths. The
longest feature vector (fv=2048 features) is obtained by COALTP algorithm which
recorded the best performance among the tested algorithms. The shortest feature vector
(fv=256 features) is obtained by LBP algorithm. Nevertheless, the effectiveness of LBP
algorithm in image retrieval is better than LMP algorithm which is capable of extracting
more features (fv=1296 features). This result indicated that extracting distinctive features is
more important than the length of feature vector of an algorithm for improving the
performance of CBIR system.

Conclusions and Recommendations:

In this paper, six well-known local image retrieval algorithms based on content are
compared and several practical and experimental results are derived. In the future ,this
results can be used as a bank of rich and useful information that will help to suggest more
accurate and effective retrieval algorithms.

journal.tishreen.edu.sy Print ISSN: 2079-3081 , Online ISSN:2663-4279
75



Tishreen University Journal. Eng. Sciences Series € 2022 (1) sasll (44) alaall Zavigl) aglall . 050 daals dlas

References:

1. Alrahhal, M., & Supreethi, K. P: Content-Based Image Retrieval using Local
Patterns and Supervised Machine Learning Techniques. In 2019 Amity International
Conference on Artificial Intelligence (AICAI), February 2019 (pp. 118-124), IEEE.

2. He, T., Wei, Y., Liu, Z., Qing, G., & Zhang, D.: Content based image retrieval
method based on SIFT feature. In 2018 International Conference on Intelligent
Transportation, Big Data & Smart City (ICITBS) (pp. 649-652), January 2018, IEEE.

3. Datta, R., Joshi, D., Li, J., & Wang, J. Z.: Image retrieval: ldeas, influences, and
trends of the new age. ACM Computing Surveys (Csur), 40(2), 2008,1-60.

4. Liu, Y., Zhang, D., Lu, G., & Ma, W. Y: A survey of content-based image retrieval
with high-level semantics. Pattern recognition, 40(1),2007, 262-282.

5. Kokare, M., Chatterji, B. N., & Biswas, P. K: A survey on current content based
image retrieval methods. IETE Journal of Research, 48(3-4),2002, 261-271.

6. Rui, Y., Huang, T. S., & Chang, S. F. Image retrieval: Current techniques,
promising directions, and open issues. Journal of visual communication and image
representation, 10(1), 1999, 39-62.

7. Smeulders, A. W., Worring, M., Santini, S., Gupta, A., & Jain, R.: Content-based
image retrieval at the end of the early years. IEEE Transactions on pattern analysis and
machine intelligence, 22(12),2000, 1349-1380.

8. Nazir, A., Ashraf, R., Hamdani, T., & Ali, N.: Content based image retrieval
system by using HSV color histogram, discrete wavelet transform and edge histogram
descriptor. In 2018 international conference on computing, mathematics and engineering
technologies (ICOMET), March 2018, (pp. 1-6). IEEE.

9. Alkhawlani, M., Elmogy, M., & EIl Bakry, H.: Text-based, content-based, and
semantic-based image retrievals: a survey. Int. J. Comput. Inf. Technol, 4(01), 2015,58-66.
10.  Ferran, A., Bernabé, S., Rodriguez, P. G., & Plaza, A.: A web-based system for
classification of remote sensing data. IEEE Journal of Selected Topics in Applied Earth
Observations and Remote Sensing, 6(4), 2012,1934-1948.

11. Ramos, J., Kockelkorn, T. T., Ramos, I., Ramos, R., Grutters, J., Viergever, M. A,
& Campilho, A.: Content-based image retrieval by metric learning from radiology reports:
application to interstitial lung diseases. IEEE journal of biomedical and health informatics,
20(1),2016, 281-292.

12.  Gauvrielides, M. A., Sikudova, E., & Pitas, I.: Color-based descriptors for image
fingerprinting. IEEE transactions on multimedia, 8(4), 2006,740-748.

13.  Pawar, M. P., & Belagali, P. P.: Image Retrieval Technique Using Local Binary
Pattern (LBP). IEEE Trans. Image Process, 19(6),2010, 1657-1663.

14.  Reddy, K. S., Kumar, V. V., & Reddy, B. E: Face recognition based on texture
features using local ternary patterns. International Journal of Image, Graphics and Signal
Processing,2015, 7(10), 37.

15.  Murala, S., Maheshwari, R. P., & Balasubramanian, R.: Local tetra patterns: a new
feature descriptor for content-based image retrieval. IEEE transactions on image
processing, 21(5),2012, 2874-2886.

16.  Naghashi, V.: Co-occurrence of adjacent sparse local ternary patterns: A feature
descriptor for texture and face image retrieval. Optik,2018, 157, 877-889.

17.  Obulesu, A., Kumar, V. V., & Sumalatha, L. : Content based image retrieval using
multi motif co-occurrence matrix. International Journal of Image, Graphics and Signal
Processing,2018, 11(4), 59.

journal.tishreen.edu.sy Print ISSN: 2079-3081 , Online ISSN:2663-4279
76



Mas lia cL?_cLu d}.\a..d\ ‘:JLEM\ l,...an &IAJS.M\ Mi@w\ J:LA}}“ KL\L\.AJJ‘}Aj a.vhn :L.ubj

18.  Jhanwar, N., Chaudhuri, S., Seetharaman, G., & Zavidovique, B.: Content based
image retrieval using motif cooccurrence matrix. Image and Vision Computing, 22(14),
2004,1211-1220.

19.  Liu, J., Zhao, H., Kong, D., & Chen, C. (2011, August). Image retrieval based on
weighted blocks and color feature. In 2011 International Conference on Mechatronic
Science, Electric Engineering and Computer (MEC) (pp. 921-924). IEEE.

20.  Liu, G. H.,, & Yang, J. Y. (2013). Content-based image retrieval using color
difference histogram. Pattern recognition, 46(1), 188-198.

21. Obulesu, A., Kumar, V. V., & Sumalatha, L.: Image retrieval based local motif
patterns code. International Journal of Image, Graphics and Signal Processing, 11(6),2018, 68.

22. Wang, X. Y, Yu, Y.J., &Yang, H. Y. (2011). An effective image retrieval scheme
using color, texture and shape features. Computer Standards & Interfaces, 33(1), 59-68.
23.  Yue,J., Li, Z, Liu, L., & Fu, Z. (2011). Content-based image retrieval using color
and texture fused features. Mathematical and Computer Modelling, 54(3-4), 1121-1127

24.  Sharma, S., & Jhundpur, H.: Use of Artificial Intelligence Algorithm for Content-
Based Image Retrieval System. International Journal of Advance Research, Ideas and
Innovations in Technology, 4, 2018, 680-684.

25.  Corel 1000 image database [Online]. Available:
http://wang.ist.psu.edu/docs/related/

26.  P. Brodatz, Textures: A Photographic Album for Artists and Designers. New York:
Dover, 1996. University of Southern California, Los Angeles, “Signal and image
processing institute,” [Online]. Available: http://sipi.usc.edu/database/

27.  Vistex database [Online]. Available: http://vismod.media.mit.edu/pub/VisTex/

28.  Vipparthi, S. K., & Nagar, S. K.: Integration of color and local derivative pattern
features for content-based image indexing and retrieval. Journal of the Institution of
Engineers (India): Series B, 96(3), 2015, 251-263.

29. Kaur, S., & Aggarwal, D.: Image content based retrieval system using cosine
similarity for skin disease images. Advances in Computer Science: an International
Journal, 2(4), 2013, 89-95.

30. Liu, G. H., & Yang, J. Y. (2008). Image retrieval based on the texton co-
occurrence matrix. Pattern Recognition, 41(12), 3521-3527.

journal.tishreen.edu.sy Print ISSN: 2079-3081 , Online ISSN:2663-4279
77


http://wang.ist.psu.edu/docs/related/
http://sipi.usc.edu/database/
http://vismod.media.mit.edu/pub/VisTex/

