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  ABSTRACT    
In this paper, one hundred chest Computed Tomography images of COVID-19 patients 

were used to build and test Naïve Gaussian Bayes classifier for discriminating normal from 

abnormal tissues. Infected areas in these images were manually segmented by an expert 

radiologist.  Pixel grey value, local entropy and Histograms of Oriented Gradients HOG 

were extracted as features for tissue image classification. Based on five-folds classification 

experiments, the accuracy score of the classifier in this fold reached around 79.94%. 

Classification was more precise (85%) in recognizing normal tissue than abnormal tissue 

(63%). The effectiveness in identifying positive labels was also more evident with normal 

tissue than the abnormal one. 

  

Keywords:  Medical image analysis, Image segmentation, COVID-19, CT imaging, Naïve 

Bayes classifier.  
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الكورونا لمرضى  لمصدرالتقطيع المؤتمت لممناطق المصابة في صور طبقي محوري 
COVID-19 باستخدام مصنف بايز الغاوصي المراقب 
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 (2020 / 9 /42ل لمنشر في ب  ق   . 4242/  6/  42تاريخ الإيداع )
 

 ممخّص  
لبناء  COVID-19صوير مقطعي محوسب لمصدر لمرضى الكورونا من ت في هذه الورقة مائة صورة استخدمت 

سمت المناطق لتمييز النسج الطبيعية من النسج غير الطبيعية. ق    Naïve Gaussian Bayesواختبار مصنّف 
المصابة في هذه الصور يدويًا بواسطة أخصائي أشعة خبير. أجريت عممية استخراج قيمة البكسل الرمادية والانتروبيا 

كميزات لتصنيف صور الأنسجة. استنادًا إلى تجارب تصنيف ذات  HOGلمتدرجات الموجهة  قيم الهستوغرامالمحمية و 
٪( في التعرف عمى 8;٪. كان التصنيف أكثر دقة )7>.>:، وصمت درجة دقة المصنف إلى حوالي  طياتخمس 

الفعالية في تحديد المناطق أكثر وضوحًا في  أيضاً  ٪(. كانت96الأنسجة الطبيعية من الأنسجة غير الطبيعية )
 الطبيعية من الأنسجة غير الطبيعية.الأنسجة 

 

 Naïve، التصوير المقطعي، مصنف COVID-19، كورونا ، تجزئة الصورةتحميل الصور الطبية مفتاحية:الكممات ال
Gaussian Bayes. 
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Introduction: 

As of today, September 20
th

, 2020, the COVID-19 CORONAVIRUS epidemic had spread 

to 213 countries and territories around the world and 2 international conveyances. More 

than thirty million individuals have contracted the virus worldwide with 964,065 reported 

deaths [1]. Currently, the adopted microbiological tests for confirming COVID-19 (such as 

PT-PCR) are not always reachable at emergency sites and their results are not immediately 

available [2]. The Chest Computed Tomography (CT) proved to have a high sensitivity for 

diagnosis of COVID-19 and may be considered as a primary tool for the current COVID-

19 detection in epidemic areas [3]. Quick identification and early diagnosis of new cases is 

mainly based on the radiologist work. This will benefit not only the patients but also the 

response and public health surveillance systems.  

The typical findings from chest CT images of patients are bilateral multiple lobular and 

sub-segmental areas of consolidation and ground-glass opacity [4, 5, 6].   

Based on [7] the COVID-19 pneumonia tends to demonstrate on lung CT scans through 

bilateral, sub-pleural, ground-glass opacities with air bronchograms, ill-defined margins, 

and a slight predominance in the right lower lobe. Abnormal lung CT findings can be 

present even in asymptomatic patients, and lesions can rapidly evolve into a diffuse 

ground-glass opacity predominance or consolidation pattern within 1–3 weeks after onset 

of symptoms, peaking at around 2 weeks after onset. Old age, male sex, underlying 

comorbidities and progressive radiographic deterioration on follow-up CT might be risk 

factors for poor prognosis in patients with COVID-19 pneumonia. 

Medical images can sometimes be challenging to read which lay an excessive burden on 

radiologists. For this reason, many researches has been worked to develop computer-aided 

diagnosis (CAD) tools to assist evaluation processes. The objective of the work presented 

in this paper is to automatically distinguish normal from abnormal tissue in axial CT-

images of confirmed COVID-19 cases. The manual segmentation of these images was 

done by a trained radiologist. Three main abnormal areas were labeled: ground class 

opacification, consolidationsو and pleural effusions [8].  

1 Image Data Set 

Three data sets were utilized in this work: the original CT images, the lung mask images 

and the abnormal mask images. 

The original CT Images were downloaded from Italian Society of Medical and 

Interventional Radiology. These images were cropped and resized after converted from 

DICM to JPG format. They were then reversely intensity-normalized by taking RGB-

values from the JPG-images from areas of air and fat and used to establish the unified 

Houndsfield Unit-scale (the air was normalized to -1000, fat to -100). 

The lung mask images were implemented by using automated lung segmentation model 

[9]. On the other hand, a manual segmentation of the abnormal areas was performed by 

using MedSeg online software
1
 by an expert radiologist. Figure 1 shows the original, lung 

mask and abnormal mask images of a selected sample of the database. 

 

 

 

 

 

 

                                                           
1
 http://htmlsegmentation.s3.eu-north-1.amazonaws.com/index.html 

http://htmlsegmentation.s3.eu-north-1.amazonaws.com/index.html
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Figure 1: Sample Original Image with its masks 
 

2 Proposed Method  

Figure 4 shows the main stages of the proposed methodology in this paper. The image 

database contains original CT images, mask images of segmented lung areas, and labeled 

mask images for abnormal and normal tissues.  

2.1 Image preprocessing  
CT images is susceptible to noise as most of medical images. Different filters have been 

investigated to reduce noise in CT images.  

In the preprocessing stage, two main steps are essential: noise removal and contrast 

enhancement. For this stage, the median filter followed by anisotropic confusion filter were 

applied on all images. These two filters are known for their ability to reduce noise and 

enhance contrast in medical images in general and in CT images in particular [10, 11, and 12].  

2.2 Feature Extraction 
Three features were used to build the segmentation classifier. The first feature was the 

original grey level values in the range [0-255].   The other two features were the local 

entropy and Histograms of Oriented Gradients (HOG). 

2.2.1 Local Entropy 

Local entropy as a texture feature has been proved to be robust to irradiation distortion, 

geometric distortion and noise interference [35, 36]. It is also known for its rule as a 

representative feature of the underlying local data structure in images.  

The local entropy in a neighborhood of an image pixel represents the statistical 

characteristics of that region. In particular, it reflects the variance and heterogeneity within 

the neighborhood. It is computed by the following equation 

𝐸(𝑖) = −∑𝑃

𝑁

𝑔=1

(𝑔)𝑙𝑜𝑔2𝑃(𝑔) ( 1) 

where: 

E(i) : image entropy on i
th

 pixel 

P(g): the probability of grey level g in the neighborhood of pixel i 

N: the image grey level 

In a pixel of neighborhood with uniform distribution of grey levels, the local entropy is 

large. Where, it is small with non-uniform grey scale distribution [15]. 
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Figure 2 General flow diagram of the proposed method. 
 

2.2.2 Histograms of Oriented Gradients (HOG) 

HOG algorithm was firstly introduced by Dalal [16]. HOG descriptors are widely used in 

computer vision applications and image processing for object detection and segmentation 

[17, 18].  HOG seeks to extract features resemble appearance and shape of objects based 

on the calculation of distribution of local gradients. It is proved good ability to define a 

strong texture and shape. The following steps outlines the procedure of HOG   

1. First, Image is divided into cells 

2. Then, gradients are calculated in each cell 

3. According to determined gradient values, histograms are constructed 

4. Finally, histograms are normalized. 

2.3 NAIVE BAYES CLASSIFIER 

Naive Bayes Classifier belongs to a family of probability classifiers. Despite its simplicity 

compared to other sophisticated classifiers, it has the advantage of speed performance in 

training and prediction on high-dimensional data sets. It also requires only small size of 

data for referring the relevant parameters. Furthermore, classification results of this method 

are easily interpreted contrary to other classifiers such as neural networks [22].  

According to Bayes’ theorem, the conditional probability that an event x belongs to a class 

k can be calculated from the conditional probabilities of finding particular events in each 

class and the unconditional probability of the event in each class. That is, for given data, 

𝑥 ∈ 𝑋, and C classes, where X denotes a random variable, the conditional probability that 

an event x belongs to a class k can be calculated by using the following equation: 

𝑃(𝑐𝑘|𝑥) = 𝑃(𝑐𝑘)
𝑃(𝑥|𝑐𝑘)

𝑃(𝑥)
 ( 2) 
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Equation (2) shows that the calculation of (𝑃(𝑐𝑘|𝑥)) is a pattern classification problem 

since it finds the probability that the given data x belongs to class k and we can decide the 

optimum class by choosing the class with the highest probability among all possible 

classes, C , which can minimize the classification error. For doing so, we need to estimate 

( 𝑃(𝑥|𝑐𝑘)) and assume that any particular value of vector x conditional on 𝑐𝑘is statistically 

independent of each dimension and can be written as follows:  

𝑃(𝑥|𝑐𝑘) =∏𝑃

𝑛

𝑖=0

(𝑥|𝑐𝑘) ( 3) 

 

where x is a n-dimensional vector data 𝑥 = (𝑥1, 𝑥2, . . . , 𝑥𝑛). 
In our particular case of Naive Gaussian Bayes classification the likelihood (or generative 

model) of the class (𝑐𝑘) is expected to be normally distributed: 

𝑃(𝑥𝑖|𝑐𝑘) =
1

√2𝜋𝜎𝑐𝑘
𝑒−(𝑥𝑖−𝜇𝑐𝑘)

2
2⁄ 𝜎𝑐𝑘

2

 ( 4) 

 

with the mean 𝜇𝑐𝑘 and the standard deviation 𝜎𝑐𝑘 of the associated class 𝑐𝑘. Therefore, 

each training cycle of the classifier adjusts/calculates the relevant parameters (𝜇𝑐𝑘 , 𝜎𝑐𝑘 ) 

for the corresponding features (𝑥𝑖 ) and respective classes. The estimated class value of an 

acquired data x is assigned (predicted) by using its probability of being of class k and the 

method of Maximum A Posteriori (MAP) estimation: 

𝐶𝑙𝑎𝑠𝑠(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑘𝑃(𝑐𝑘)∏𝑃

𝑛

𝑖=1

(𝑥𝑖|𝑐𝑘) ( 5) 

 

where the denominator ( 𝑃(𝑥)) is omitted since the value is the same for all classes. 

 
Table 1: Confusion Matrix of Classification 

 Classified as Normal Classified as Abnormal 

normal True Positive  [tp] False Negative  [fn] 

abnormal False Positive  [fp] True Positive  [tn] 

 

2.4 Performance measures for classification 
The correctness of a classification can be evaluated based on the elements of what is 

known as the confusion matrix (shown in table 1). This matrix includes four parameters: 

1. the number of correctly recognized class examples (true positives ),  

2. the number of correctly recognized examples that do not belong to the class (true 

negatives),  

3. and examples that either were incorrectly assigned to the class (false positives)  

4. or that were not recognized as class examples (false negatives).  

 In binary classification the most often used measures based on the elements of the 

confusion matrix are [23]: 

 Accuracy: This metric evaluates the overall effectiveness of a classifier 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑝 + 𝑡𝑛

𝑡𝑝 + 𝑓𝑛 + 𝑓𝑝 + 𝑡𝑛
 ( 6) 
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Precision: It reflects class agreement of the data labels with the positive labels given by the 

classifier 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
 ( 7) 

 

Recall (Sensitivity): It measures effectiveness of a classifier to identify positive labels 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑝

𝑡𝑝 + 𝑓𝑛
 ( 8) 

 

F1Score: This metric investigates relations between data’s positive labels and those given 

by a classifier. It also represents the harmonic mean of precision and recall 

𝐹1𝑆𝑐𝑜𝑟𝑒 =
2 ⋅ 𝑡𝑝

2 ⋅ 𝑡𝑝 + 𝑓𝑛 + 𝑓𝑝
 ( 9) 

 

Specificity: It measures of how effectively a classifier identifies negative labels 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑡𝑛

𝑓𝑝 + 𝑡𝑛
 ( 10) 

 

AUC (Area under the curve): It is a measure of Classifier’s ability to avoid false 

classification 

𝐴𝑈𝐶 =
1

2
(

𝑡𝑝

𝑡𝑝 + 𝑓𝑛
+

𝑡𝑛

𝑓𝑝 + 𝑡𝑛
) ( 11) 

 
Table 2: The results of averaging the five folds experiments 

 Classified as Normal Classified as Abnormal 

Normal 919,915 121,067 

Abnormal 160,763 203,225 

 

Recall Precision F1score Accuracy Specificity AUC 

0.8837 0.8512 0.8672 0.7994 0.5583 0.7210 

 

3 Experimental results 

We developed the proposed method using Python language and OpenCV 3.2.0 and 

JetBrains PyCharm 2020, and run it on Ubuntu 18.04.4 LTS computer with Intel® Core™ 

i5-2450M CPU @ 2.50GHz × 4 and 4.0 GB RAM.  

The objective of this work was to investigate the ability of using simple classifier to 

distinguish infected tissue in CT lung images of COVID-19 patients. At the beginning, 

classification data were collected from all sample images. As a result, three feature vectors 

of the lung area pixels were created from 100 masked images. These three vectors 

represented: original grey value, local entropy, and histogram of oriented gradient (HOG). 

Meantime, target vector was also constructed for these feature vectors that possessed two 

values (1 and 0) corresponded to normal and abnormal tissues. 

Five-fold stratified cross-validation approach was used to test the classifier. For this, the 

complete data set was divided into five partitions. This partitioning took in account the 

ratio of class data sizes.  At every fold, four partitions (training set) out of these partitions 

were used for classifier buildup. The remaining partition was used for classifier evaluation 

as a test set. The training/testing procedure was repeated five times with different data partitions.  
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Table 2 shows the results of one fold of the experiment. It presents the confusion matrix 

with the classification metrics. The accuracy score of the classifier in this fold reached 

around 79.94%. Classification was more precise (85%) in recognizing normal tissue than 

abnormal tissue (63%). The effectiveness in identifying positive labels was also more 

evident with normal tissue than the abnormal one. Finally the F1-score confirms the above 

results and shows high relation (87%) between predicted normal tissue labels and data labels. 

 

 
Figure 2: Results of Classification with five-folds experiments 

 

To show the significance of extracted features, the classification method was investigated 

with four different setups. First, only the grey value was used to build the classifier. Then 

the two features (entropy and HOG) were added separately to the grey value. Last, the 

three features were used. Figure 3 shows the results of averaging the five folds experiments 

for every classifier. The enhancement in classification rate is obvious when adding the 

entropy and HOG features to the grey level. Nonetheless, this increase contributes to 

nearly one percent of the classification rate.  

Finally, Figure 4 shows the segmentation results on two samples of the tested images. On 

the left, we show the manual segmentation of these two images and on the right we present 

the output of segmentation by our proposed method. Apparently, the classifier missed few 

regions of infected lung. However, the classifier was able to recognize abnormal tissues in 

all tested samples to some extent.  
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Figure 3: Results of Classification on two selected samples (before and after segmentation) 

 

4 Conclusion 

This paper suggests a method for automatic segmentation in chest CT images. In this work, 

the proposed method is able to extract features and segment automatically the infected 

regions from the lung image areas. The proposed methodology obtained promising results 

with an average accuracy, sensitivity and precision of 79.94%, 88.37% and 85.12% values, 

respectively. This work is useful in the development of methods to detect chest 

abnormalities based on image analysis and pattern classification in order to provide better 

diagnoses to the patients using low cost technologies.  

As a future work we are currently exploring new features and methods such as deep 

learning for accomplishing better classification rates and more accurate diagnosis.  
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