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O ABSTRACT 0O

We present in this article a game of chance (Saint Petersburg Paradox) and
generalize it on a probability space as an example of a previsible (predictable) process,
from which we get a discrete stochastic integration (DSI). Then we define a martingale X
and present it as a good integrator of a discrete stochastic integration [ C.dX, which is
called the martingale transform of X by C such that C is a previsible process.

After that we present the most important properties of the DSI, which include that the
DSl is also a martingale , the theorem of stability for it, the definition of the covariation of
two given martingales and the proof that the DSI is centered with a specific given variance.

Finally, we define Doob-decomposition and the quadratic variation and present It6-
formula as a certain sort of it.

Keywords: Martingale, previsible (predictable) process, discrete stochastic
integration, local bounded, stability, covariation, quadratic variation, centered, Doob-
decomposition, Ito-formula.
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Introduction:

In this article we present some ideas about the theory of modern stochastic
integration. The novelty is that we will define a martingale as a “ good integrator ,, of the
discrete stochastic integration, which we will talk about in detail.

Firstly we present two examples about a previsible process, like games of chance
(Petersburg game, Saint Petersburg Paradox), which leads us to a discrete stochastic
integration (DSI).

Secondly we explain the most important properties of the DSI.

Thirdly we define Doob-decomposition and the quadratic variation and then present
the discrete Ito-formula as a certain sort of it.

The importance of this research and its aims:

The expression C. X, the martingale transform of X by C, is the discrete analouge of
the stochastic integral [ C.dX.

The way of research and its materials:

We used some scientific articles and some modern books about probability theory.

1. Examples about a previsible process:

1.1.  The first Example about a previsible process:

We consider a game of chance in a casino, in which in every round, the stake which
the player has chosen either is doubled repaid or get lost ( is lost ).

This is like the case of Roulette, where the player for example, can choose “red ,, and
if he gets a red number, he will win his stake back doubled, otherwise he will lose it.

There are 37 fields, of which 18 are red, 18 black and one is green ( the zero ).

The chance to win should be then p = ;—3 < % :
This game of chance is accomplished infinitely often independent behind each other.
Definition 1: We can generalize this game on a probability space (2, A, p), such

that @ = {—1,1}", 4 = (2011)*"the power set of 2 and the product measure is

P=(1-p).6_4+p.6)®withs,:  B(R) - [0,1]; aeR such that:

Bzirel?—’XlI;gebra
;a €
8a(A) = {0;a€A

We denote with: D,,:2 - {—1,1}: w - D,,(w) = w, to the result of the n —th
round for every n € N.(Projection on the n — th component) then holds: p(D,, = 1) =p
and p(D,, = —1) = 1 — p. If the player does the random stake C; in the i — th round, the
sum of the gainings after the n — th round will be S,, = Y.i-; C;. D;.

We suppose now, that the player follows the following strategy:

1. The first stake in the first round is C; = 1.

2. If the player wins, he will pay no more in the following games, that means:
C, = 0 foreveryn > 2, in the case of D; = 1.

3. If he loses, he will put the double stake in the second round, hence C, = 2,
in the case of D; = —1.

4. If he wins in the second round, he will pay no more starting from the third
round.

Otherwise, he will pay his stake doubled again in the third round and so on.
0;if thereisi € {1,2,.....,.n—1}withD; = 1

So, we get as a strategy: C,, = { on-t therwi
;. otherwise
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You note that C,, depends only on D,, D, ... ... ... ....., D, _1, hence, it is measurable in
respect to a(Dy, Dy, wv vev cve e, Dy 1),

1.2.  Example: Binary model:

1.3. Definition 2: A stochastic process Xy, X1, .. coe ..., Xr is called binary
model, if there are random variables: D;, D,, ... ... ... ....., Dy with values in {—1,1} and
functions :

fuR"Ix{-1,1} > Rfor n=1,2,..............,T. (T €N a fixed point of time),
such that: X, = x, and X, = f,(X1, X2, o oo, X1, Dy) forevery n = 1,2, ... oo oo oo, T
with F = o(X). We denote the filtration, which is generated by the process X =
(X0, X1, e e e, Xp) by F = 0(X). We note that X,, depends only on X;, X5, ... ..., X1
and D,, and does not depend on the full information of the values D,, D,, ... ... .. ..., D,,.

The Petersburg game and the binary model are two examples of a predictable
process.

Definition 3: Previsible (Predictable) process:

A stochastic process C = (C,;n € N) is called predictable with respect tot he
filtration F = (F;n € N); if C, is a constant and for every n € N holds: C, is
Fn_1 —measurable.[1]

Discussion and results:

To the petersburg game: We continue the last example. We put:

Xpo=Dy+Dy++...........+ D, forn € N, then X = (X,, X4, .. ....) Or

X = (X;)nen IS @ martingale.

2" L if D, =D, =-=D,_; =—1
0 ; otherwise

and C, = 1 is predictable and local bounded.

Suppose that S = (Sy, Sy, v oo .o ) or [S=(S)nen] is a sequence of random
variables such that: S,, .= YI*, C;. D; = (C.X), is the gaining after n rounds.

Then S = (Sg,S1, «or v one ) is a martingale. [1]

But, what is a martingale?

Definition 4: A process X = (X,))en is called a martingale with respect to the
natural filtration (F)pen (Fn = 0(Xo, X1, v ven oo X )and F;c F,cFyc - CF, C

I.If X is F —adapted

i E(|X,]) <o; Vn €N

iii. E(Xn |Tn_1) = X,,_1; almost surely for everyn € N*

Now, S which is mentioned above is an example for our topic (The Discrete
Stochastic Integration).[1],[3]

Definition 5: Suppose that X = (X,).en iS a real, F —adapted process and
(C)nen is real-valued und F —predictable.

We define the stochastic process C.X as: (C.X), = Ym=1Cm- X — X;n_q) for
n € N and call the process C. X the discrete stochastic integral of C with respect to X.

If X is a martingale we will call C. X the martingale transform of Xtoo.[1],[3],[5]

Remark: Under the stochastic integral [ C.dX from C to X we understand the
discrete martingale C. X, which is defined as above:

The strategy of the game: C,, = {
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(€ X)n =Tme1 Cne Koy = K1) = Tt G A" = C . dX "
Integrand Integrator
(as analogue) such that A,,X = X,,, — X,,—1. Martingales act here as good integrators for a

discrete stochastic integration. [3]
Properties of the DSI:

Theorem 1: (A fundamental principle : You can't beat the system!)

If X is a martingale and C local bounded ( it means, every C,, is bounded,

3K, € [0, oo[ constant with |C,(w)| < K,; Yw), then C. X is a martingale.

Proof: We must show the following three conditions:

i.(C.X), is F, —measurable, it means (C.X) is F —adapted.

ii. C.X isin L!, it means integrable.

iii. E((C.X)ns1 | ) = (€. X),, almost surely for every n € N.

I : We want to show that if X is F —measurable, then C.X will be F —measurable
too. (C.X)p = Yth=1 Cn(Xp — Xim—1) 1 a function of X, X, ..., X;, and therefore (C.X),
is F,_, —measurable.

i:(C.X)p =201 €L” (X — Xop—1) With:

bounded integrable

this remains integrable
E(I(C.X)nl) < EQm=1lCil |Xm — Xin-11) < supm(Kin). 2. X1 E([Xin]) < 0,
hence: C.X € L.

iii : We want to show that: E((C. X)n41 | %) = (C.X),, and for this task it is enough
to write: E((C.X)ps1 — (C.X)p | Fy) =

n+1 n
E (Z Cn i = Xm) = ) Cn Xy = Xim_1) Ifn> =
m=1 m=1

E(Cosr Xnss = X) | F) = Cuar E(Gnia =X | %) =0,[3]

=0 because X is a martingale

Theorem 2: Theorem of stability for a stochastic integral

Suppose that (X,,),en IS an F —adapted, real stochastic process with: E (| X,|) < oo,
then:

X is a martingale if and only if the stochastic integral C.X is a martingale, for every
local bounded predictable process C.

Proof: For the proof, it is enough to show that if C.X is a martingale, then X will be a
martingale too. It means:We have to show that: E(X,,1 | %) = X,

Either C,,,.; = 0; Yn € N, it means that (C,),ey IS @ deterministic process and this
process is not interesting here. Or E((Xn+1 - X)) |Tn) =0 = E((Xn+1) |Tn) =
E(X,|F,) = X,,, it means X is a martingale. [1]

Definition 6: The Covariation:

Suppose that M;, M, two martingales, then [M,, M,],, is called the covariation of
M;and M,, such that: [My, M,], == > _1 A (My). A (My).

Theorem 3:

Suppose that M,;, M, are two real-valued discrete martingales and C,C'are two
predictable real-valued processes then:

i.C.(C'.M,) = (C.C"). M,
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“ [C.Ml, C,'MZ]TL = (C'C,)'[MJJMZ]TL

Proof: i : LS:=C.(C'."My)y =X0-1Cn- 8 (C"." M) =301 C. [(C".My)yy, —
(C,- Ml)m—l] = %:1 Cm- (Crln (Ml)m) = :ln=1 Cm- C;n(Ml)m = (C- C’)- (Ml)n::RS
ii we write:

[C-Ml; C’-MZJn = %=1Am(C-M1)-Am(C,-M2) = %:1 Cn- D (Ml)-Crln-Am(Mz) =

=) o B (M) B (M) = Y (C.C ) B (My). Ay (M) =
m=1

m=1

Z(c Chm - Ay My, Mp] = (C.C7).[Ms, Mol

Theorem 4: The dlscrete stochastic integral Y,, = (C.X),, with a martingale X and
a predictable process C is centered and Var(Y,) = Y01 E((C)?% (X — Xm—1)?).
Proof:

E(Yn) = E(Z?n:l Cn- (Xm - Xm—l)) =
nLEC.0X) =30 _LE (E(Cm.AmX | Tm—1)) =Yy _,E(C,.0) =0, because X is
a martingale.

Var(Y,) = Var(z Con- Xy — X 1)) =E ((Yn — E(yn))z) =E((Y,—0)?) =

2

=E <z Cm- (X _Xm—1)> =
(Z(Cm)z Xn — Xm—1)® + z Cm- Ce- (X — Xomne1). (X —Xk—1)>

m=*k

—E<Z(cm>2 =X ) 420 D" G G G = Xim2). (Ko = X 1))

1sm<ksn
Now, we can take the following decomposition:

0<m—1<m<k—1<k m,k € N

and suppose that: I, = Y51 C,.. Co. (X — Xon—1)- (Xk Xyio1) =
Var(t,) = E (Z(cm)z (A = K1) )+z ZE(Ik)
k-1
E() = E(E(l | Faer)) = D E(E(Cne Coo i = Xne)- (Kie = Xiewt) | Fima) )
k-1 met

E <Cm- Cr- (Xin — Xm-1)-E ((Xk — Xk-1) |Tk—1) =0

=0

Var(t,) = £ (Z (Cn)? - (X m_l)Z)

Remark: If we have a simple symmetrical random walk, then it holds:
Xm — Xm—l)2 =1=
Var(Y,) = E(Eh=1(Cn)?) = Eh=1 E(CR).

m=1
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3. The discrete Ito-formula:

3.1. Doob-decomposition and quadratic variation:

Suppose that X = (X,,)»en IS an F —adapted process with E(|X,,|) < oo for every

n € N.

We want to decompose X into a sum of a martingale and a predictable process. In
addition to, we define M,, for every n € N as the following:

My, = Xo + iy (X = E(Xe | Fir)),

Co = Y0P (E(Xi | Frer) = Xk—y). It is obviously that X, =M, +C, by
construction such that C is predictable with C, = 0 and M is a martingale because:

E(My =My | Fpy) = E(Xp = E(X | Fosy) | Focs) = E(X | Fos) -

E(E(Xn | Fuoi) [ Facr) = B | Fomt) = E(Xn | Fast) = 0, [3]

Theorem 5: ( Doob-decomposition ):

Suppose that X = (X,))en IS an F —adapted, integrable process. Then, it exists a
unique decomposition X = M + C, such that C is predictable with C, =0 and M is a
martingale.

This representation of X is called Doob-decomposition.[1],[5].

Definition 7: Suppose that X = (X,)),,ey iS a quadratic integrable F —martingale.
The unique specific predictable process C, from which we get the martingale (X2 —

Cn)nEN
, is called the quadratic variation process of X and is denoted by the formula:

((X)n)nEN = C. [1]

Example: Suppose that X;, X, ....... are independent, quadratic integrable
centered random variables. Then a quadratic integrable martingale is defined by: M, =
X, +--+X, with the quadratic variation: (M), =YY", E(X?), then:
Co = S0 E(X?| X1, Xg o, Xiy) = 24 E(X?). We note that, it is not sufficient for this
simple representation of (M), that X, X,, ... ... ... are uncorrelated.[1]

3.2. The discrete Ito-formula:

Example: Suppose that (X,)ney is the one-dimensional symmetrical simple
random walk, X, = };i=; R; for every n € N, such that: (R;);ey independent identically

distributed random variables with: P(R; =1) =1—-P(R; = —1) = %

Obviously, X is a martingale, hence |X| is a submartingale
(Xn < E(Xnsr | F))in e N

Suppose that |X| = M + C the Doob-decomposition of |X|, then is:

|Xi—1| + Ri ) ile'—l >0
Cn = Xy (E(1X: [ Fimt) = 1Xiza]). Now, [X;] =1 [X;q] = Ri; Xy <0
1 ) Xi—l =0

We want to generalize this example. Obviously, we need (except in the last formula),
that X is a random walk, but the important thing here that the difference

A, X = X, — X,_, can only take the values —1,1.

Now, suppose that X is a martingale with |X,, — X,,_,;| = 1 almost surely for every
n € N and with X, = x, € z almost surely and suppose that f:z — R is an arbitrary
function, then Y := (f(Xn))nEN is an integrable adapted process, because it holds:
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For every n € N |f(X,)| < maxyepe,—n,...xo+n3lf(X)|. To identify the Doob-
decomposition of Y, we have to define the first and the second discrete derivation of f.
According to the main theorem of differential and integral calculus we can write:

fx)—-f(0) = f(ff’(y). dy [1],[2],but what happens when X is a martingale?

Theorem 6: Suppose that X is a one-dimensional symmetrical random walk and is
defined as in the last example. Suppose that: f'(x) = w x € z and

f'x)=fx+1)+f(x—1)—2.f(x);x € z. We put more F, = f'(X,_1) and
E, = f"(X,_1), then the It6-formula is:

FO6) = FO)+ (X +3 (B (X im € N

Proof: By distinguishing between the situations X,, = X,,_; —1and X,, = X,,_; + 1,
we see that for every n € N: f(X,) — f(Xp-1) = f(X”‘lﬂ);f(X"‘l_l).(Xn —Xp-1) +
f ey = D+ 5 f Koy + 1D = FKnmn) = f/ Kea): Ky = Xoma) + 5 Ka)

=F,.(X,—Xp-1) + %.Fn”. (X, — X,—1)?. In total we get the discrete Ito-formula:
n

o1
O = FGo)+ ) f'(Ken) (i = Xi) + ) = f" (i) =
i=1 i=1

= fQo) + (F'.X)n + T F/ = f o) + (F'. XD + 5. (F" (X)) [2]
DSI
Remark: M, = f(x,) + (F'. X),, is a martingale, because F'is predictable

(lFril = xe{xo—rgtlﬁixo+n}f,(x)>
and C, =YY" 12 .F/';n € Nis predictable. Hence, f(x) = (f(x,)) =M +C
and that is exactly the Doob-decomposition of f(x) .
Example: f(x) = x2. Hereis: f'(x) = f(x“);f(x_l) = (x+1)2;(x—1)2 = 2x and

f'"(x) = (x—1)2+(x+1)2—2x2 = 2,%, =2 = f(xy) = f(0)=0

(X),, = Z(A X)? = 21—n

Suppose that X,, = 1 R;. We know already, that the sum of independent centered
random variables is a martlngale % =0,f(X,) =

£ —0+Zf (Ki0). O = X 1)+22 HEE

n

ZZXlle Z

because Y'Z}R; is F;_, —measurable.

+n

5“’43
DM
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Conclusions and recommendations:

This research enables us to present martingales as good integrators of a discrete
stochastic integration and presents five important properties of the DSI through five
theorems, which are precisely proved. But the question now is:

What happens when our process is continuous?

Can we say the same things about stochastic integral like C.X when Xis a
continuous martingale.

I hope that you can continue the study in continuous times.

References:

[1] KLENKE, A. Wahrscheinlichkeitstheorie (Probability theory), Second edition,
Springer, Berlin, 2000, 624.

[2] ETHERIDGE, A. A Course in financial calculus, Cambridge university press,
Cambridge, 2002, 190.

[3] WILLIAMS, D. Probability with martingales, Statistical laboratory DPMMS,
Cambridge University, Cambridge, 1991, 251.

[4] JONES, P. W, SMITH, P. Stochastic processes, An introduction, Second edition,
CRC, United Kingdom, Keele University, 2010, 221.

[5] PROTTER, P. E. Stochastic Integration and Differential Equations, Second
edition, Springer, Cornell University, Ithaca, New York, 2005, 419.

171



